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ABSTRACT

In this study, the authors explore how vertical-mixing parameterizations influence the structure of zonal currents in the eastern equatorial Pacific using an isopycnal ocean model that contains an explicit surface mixed layer. The mixing parameterizations considered are the schemes that depend on the Richardson number (Ri). One of the schemes (the Step scheme) consists of high ($\alpha_c$) and low ($\alpha_b$) values of mixing coefficients, depending on whether Ri is less than or greater than a critical value. In simulations using the Step scheme, there is a region of large vertical shear just beneath the mixed layer where Ri is low and the mixing coefficient is $\alpha_c$; this high mixing controls the depth and strength of the westward surface drift. Near the undercurrent core, Ri is high and the mixing coefficient is $\alpha_b$; this low mixing is nevertheless dynamically important in that it affects the strength of the undercurrent. For the Ri-dependent schemes investigated, it is demonstrated that the extrema attained by mixing coefficients at low and high Ri are the crucial factor rather than the detailed structure of the Ri-dependent functions.

1. Introduction

The role of turbulent mixing in the ocean, particularly the tropical upper ocean, has received substantial attention in the past two decades. This is due in no small part to its influence on the equatorial undercurrent and on the surface heat balance. At the time of the NATO Advanced Study Institute on Modelling and Prediction of the Upper Layers of the Ocean (Kraus 1977), mixed layer modeling was being actively pursued as a means to represent the high levels of turbulence found at the ocean’s surface (Niiler and Kraus 1977). A problem arose in implementing such models in a wider context because the ocean general circulation models (OGCMs) of the day were based on a fixed vertical discretization that does not lend itself to embedding such a mixed layer model. Other means to simulate the high surface mixing were therefore sought.

Turbulence closure modeling for the ocean mixing was under development at the time (Mellor and Durbin 1975), based on similar work done for the atmosphere (Mellor and Yamada 1974). Development of the “level 2.5” turbulence closure model for the ocean was made by Mellor and Yamada (1982) and implemented in a global OGCM by Rosati and Miyakoda (1988).

For the simplest mixing parameterization, eddy coefficients are determined by a single parameter that represents the mean ocean state. The suitable parameter for the tropical ocean is the bulk Richardson number (Ri), because of the large mean shear associated with the equatorial undercurrent. Based on empirical studies of Robinson (1966) and Jones (1973), Pacanowski and Philander (1981) proposed a formulation that depends on Ri and remains popular with modelers of tropical circulation.

Using profiles of currents, density, and microstructure taken during Tropic Heat I experiment, Peters et al. (1988) obtained a parameterization that related eddy coefficients to the mean Ri from the 4½-day time series. Note that their parameterization was based on the averaged data, instead of the hourly data with fine vertical resolutions that numerical models of general circulations are unable to handle. They found that the dependence of mixing coefficients on the mean Ri is much steeper than that proposed by Pacanowski and Philander (1981) at low Ri (Fig. 1). However, the general character of the two schemes is similar; that is, high mixing is associated with low Ri and low mixing with high Ri.

A recent trend toward layered ocean models (Bleck and Boudra 1986; Gent and Cane 1988; Oberhuber 1993; Murtagudde et al. 1995; Schopf and Loughe 1995), which readily accept the inclusion of a surface mixed layer, has facilitated reexamination of diapycnal mixing in the ocean.
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In isopycnal versions of these models, diapycnal mixing is removed from the numerics and arises as an explicit parameterization—all horizontal mixing is isopycnal, whether through explicit diffusion operators or through implicit diffusion associated with numerics. Chen et al. (1994) proposed a “hybrid” mixing scheme, which is a combination of the Kraus and Turner (1967) and Price et al. (1986) models. Below the Kraus–Turner type of surface mixed layer, their tropical OGCM allows mixing to happen only when $R_i$ falls below a critical value $R_i_c$. This is in keeping with classical studies of shear generated turbulence and mixing (Miles 1961; Howard 1961; Hazel 1972; Thorpe 1973) and recent field-experiments results from Tropic Heat I (Peters et al. 1988; Moum et al. 1989), indicating a highly episodic nature of mixing and a strong dependence on $R_i_c$. According to the Taylor–Goldstein equation, $R_i_c = 0.25$ (Miles 1961). Observations, however, suggested that $R_i_c$ may be larger or smaller than the theoretical value of 0.25 (e.g., Moum et al. 1989).

The reason for parameterizing turbulence in terms of $R_i$ in strong mean shear regions is pragmatic because OGCMs are limited by their temporal and vertical resolutions to simulate the turbulence process itself. Schemes such as Pacanowski and Philander’s essentially separate two regimes of ocean mixing—a low-$R_i$ (high mixing) regime from a high-$R_i$ (low mixing) regime (see, e.g., Smith and Hess 1993). We therefore propose a simpler scheme that embodies this character: our Step scheme chooses an explicit high mixing value when $R_i$ is low and keeps a small background mixing for large $R_i$. This allows for a more direct comparison with the earlier $R_i$-dependent schemes and for demonstration of parameter sensitivity in a clearer fashion.

Questions that we consider include the following. How do parameters in these schemes determine the vertical structure of upper-ocean currents? Is there anything in the shape of the $R_i$ dependence beyond the essential physics of high and low mixing regimes? Does the dependence of mixing coefficients on $R_i$ introduce any substantially new physics from the older concept of a turbulent surface mixed layer?

2. Model description and methodology

The model is a 14½-layer, quasi-isopycnal OGCM of the tropical Pacific, which is modified from Schopf and Loughe (1995) to include salinity effects and more layers for better resolution in the uppermost part of the water column. The topmost layer is treated as a bulk turbulent mixed layer, with its dynamics essentially being those in Niiler and Kraus (1977). It includes mixing effects due to wind stirring, penetrating radiation, and
surface cooling. A shallowing mixed layer is dealt with by relaxing back to the Monin–Obukhov depth.

**a. Vertical mixing schemes**

Below the surface mixed layer, vertical eddy mixing is assumed to depend on $R_i$, which is calculated at each layer interface. Four different mixing schemes are contrasted. Most of them require specification of both viscosity ($\nu$) and diffusivity ($\kappa$), and $\kappa$ is used to mix both temperature and salinity fields.

**PP scheme:** For computational convenience, we have approximated the Pacanowski and Philander (1981) scheme as

$$\nu = \frac{50 \times 10^{-4}}{(1 + 5R_i)^2} + 10^{-4} \text{ m}^2 \text{ s}^{-1},$$

$$\kappa = \frac{50 \times 10^{-4}}{(1 + 5R_i)^2} + 10^{-5} \text{ m}^2 \text{ s}^{-1},$$

where $R_i = N^2/U_c$, $N$ is the local Väisälä frequency, and $U_c$ is vertical current shear.

**PGT scheme:** Neglecting the uncertainty in the parameterization proposed by Peters et al. (1988), we will use

$$\nu = 5.6 \times 10^{-8} R_i^{-8.2} + \frac{5 \times 10^{-4}}{(1 + 5R_i)^{1.5}} + 2 \times 10^{-5} \text{ m}^2 \text{ s}^{-1},$$

$$\kappa = 3 \times 10^{-9} R_i^{-9.6} + \frac{5 \times 10^{-4}}{(1 + 5R_i)^{1.5}} + 10^{-6} \text{ m}^2 \text{ s}^{-1}.$$  

Note that in this scheme mixing goes to infinity as $R_i$ approaches zero.

**CRB scheme:** In the Chen et al. (1994) scheme, $R_i$ is compared with $R_i = 0.25$ at a fixed time interval. If $R_i < R_i$, between two neighboring layers, $k$ and $(k + 1)$, then the velocities and buoyancies in these two layers are partially mixed according to

$$F'_k = F_k - \left(1 - \alpha \frac{R_i}{R_i}\right)(F_k - F_{k+1}) \frac{h_{k+1}}{(h_i + h_{k+1})},$$

$$F'_{k+1} = F_{k+1} + \left(1 - \alpha \frac{R_i}{R_i}\right)(F_k - F_{k+1}) \frac{h_{k+1}}{(h_i + h_{k+1})},$$

where $F'$ denotes the variable to be mixed, $F$ is the same variable after mixing, and $h$ is the layer thickness. The coefficient $\alpha$ is set to unity at $k = 1$, and is 0.55 (for velocities) or 0.1 (for buoyancies) at all other interfaces. Equations (5) and (6) were designed so that $R_i$ generally increases to $R_i$ after two passes through the water column.

**Step scheme:** Based on the argument of two mixing regimes, we propose a simple scheme as follows:

$$\nu = \begin{cases} \nu_v, & \text{for } R_i < R_i, \\ \nu_b, & \text{for } R_i \geq R_i; \end{cases}$$

$$\kappa = \begin{cases} \kappa_v, & \text{for } R_i < R_i, \\ \kappa_b, & \text{for } R_i \geq R_i, \end{cases}$$

where $\nu_v$, $\nu_b$, $\kappa_v$, and $\kappa_b$ and $R_i$ are all tunable constants. In this study, we assume Prandtl number ($\nu/\kappa$) to be 2 and 10 for low and high $R_i$, respectively, which is consistent with Peters et al. (1988). The default values used for viscosity are $\nu_v = 30 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ and $\nu_b = 2 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$; therefore, default values for diffusivity are $\kappa_v = 15 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ and $\kappa_b = 2 \times 10^{-5} \text{ m}^2 \text{ s}^{-1}$. The default value for $R_i$ is 0.25.

**b. Other mixing in the model**

Additional vertical mixing occurs whenever the water column becomes statically unstable, in which case explicit convective adjustment is applied to the temperature and salinity fields. The horizontal smoothing necessary to keep the model numerically stable is provided by a modified Shapiro (1970) filter. For the experiments reported in this paper, we used eighth-order filters on velocity fields and fourth-order ones on temperature and salinity fields, applying each filter once a day. We wish to note that model output is generally sensitive to horizontal smoothing used in momentum equations, which itself is a separate research topic.

**c. Model basin, spinup, and output**

The model basin extends zonally from 120°E to 80°W and meridionally from 40°S to 40°N. The eastern and western boundaries resemble the real coastlines of the Pacific Ocean, whereas artificial walls are placed at 40°S and 40°N. The horizontal resolution is 1.25° longitudinally and 0.67° latitudinally. The 14 layers are spread over roughly the upper 3000 m of the water column with at least 8 layers covering the top 300 m in the equatorial region.

The wind stress is a modified version of the Hellerman and Rosenstein (1983) climatology. Harrison (1989) pointed out that these estimates are too high in the Tropics, so the values used in this study have been reduced by 20%. The wind data is on a 2° × 2° grid, and is interpolated onto the OGCM’s finer grid. The surface freshwater and heat fluxes are based on relaxation back to observed sea surface salinity (Levitus 1982) and sea surface temperature (Reynolds 1982) fields, as in Haney (1971). The surface salinity is restored to the climatological, monthly mean values on the ocean-model grid with a relaxation time scale of one month. The surface heat flux is evaluated on two grids: strong damping to the climatological, monthly mean SST is done on a coarse 5° × 4° grid, with weaker damping imposed on the ocean-model grid; in this way, model SST is constructed to resemble the observations quite closely, while still allowing small-scale temperature structures to
develop (see section 3b of Schopf and Loughe 1995 for
details).

The base experiment was run using the Pacanowski
and Philander (1981) scheme, in which the initial tem-
perature and salinity fields are taken from the Levitus
(1982) climatology and the initial velocity field is a state
of rest. It is integrated for 4 years. For the remainder
of the experiments, the initial conditions are taken from
the end of the second year of the base experiment; the
model is integrated for another 2 years with specific
changes in the mixing parameterization, and results from
the last year are used for comparisions.

3. Results

This study focuses on the eastern, equatorial Pacific
Ocean, which shows a distinct annual cycle in zonal
currents characterized by an eastward momentum in-
crease during springtime (Fig. 2). The Tropical Oceans
Global Atmosphere current meter mooring at 0°, 140°W
is used for the key model/data comparison, because it
has a long observational history and because it was also
the location of Tropic Heat I (Peters et al. 1988); ad-
ditional comparisons will be made at 0°, 110°W, another
mooring site with a long data record. At 140°W, the
surface flow is westward (the South Equatorial Current)
from August through March with a maximum speed
slightly over 20 cm s⁻¹; the current becomes eastward
below a depth of about 40 m (the Equatorial Under-
current) with a maximum speed somewhat weaker than
100 cm s⁻¹ and centering around 125 m. From April to
July, the surface current becomes eastward, the under-
current intensifies to over 120 cm s⁻¹, and its core rises
to about 85 m. Similar features exist at 110°W, except
that the westward drift and the undercurrent core are
shallower, and the maximum core speed is weaker.

a. Model simulations using various mixing schemes

At 0°, 140°W simulations using all four mixing
schemes show an increase of eastward momentum from
April through June, as well as a shallowing undercurrent
core from about 125 m in January to about 90 m in
May (Fig. 3). However, the model undercurrents pro-
duced using the Step, PP, and PGT schemes are about
20%–30% stronger than what is observed (left panel of
Fig. 2), and that with the CRB scheme is about 50%
stronger. With the Step and PP schemes (upper panels),
the depth of the westward surface drift and its annual
cycle are similar to the observations, but the PGT and
CRB schemes (lower panels) produce a westward drift
that is too deep to be realistic.

Figure 4 shows values of Ri sampled every 3 days
near 0°, 140°W (the exact grid point is not at 0°, 140°W,
so we use the nearest points) from each of the above
experiments, as well as the averaged Ri from the ob-
servations obtained by Peters et al. (1988). Above the
undercurrent core, Ri is generally low in all four cases.
There is a peculiarity in the case with the PGT scheme
that very high Ri (Ri > 2) appears at the base of the
second layer (near 60 m) episodically. This is probably
due to the high level of mixing allowed by the scheme,
which can homogenize adjacent layers. Because the
model uses a staggered horizontal grid, the evaluation
of current shear is not done at exactly the same locations
as the evaluation of the static stability, and the averaging
process in the presence of such strong stabilization leads
to situations where the current is well mixed but a slight
jump occurs in the density.

Since the depth of the undercurrent core is well sim-
ulated in all experiments (Fig. 3), it is not surprising that
Ri becomes large at about the same depth as the obser-
vations. What is troublesome, however, is the tendency of
the model to produce high Ri below the core of the un-
dercurrent in all cases, in contrast with the microstructure
FIG. 3. Seasonal cycles of equatorial zonal currents at 140°W from model simulations using mixing schemes proposed by Pacanowski and Philander (1981, upper-right panel), Peters et al. (1988, lower-left panel), and Chen et al. (1994, lower-right panel), as well as our Step scheme with its default values (upper-left panel). Monthly mean values from the last year of each experiment are used. Contour intervals are 20 cm s$^{-1}$, dashed lines indicate westward flows, and shaded regions indicate speed greater than 100 cm s$^{-1}$.

measurement (solid curves in Fig. 4). This discrepancy may in part be due to the model’s coarse vertical resolution there, which is 70 m or larger for layer 8 as indicated by the dots along the left axis of each panel.

In summary, mixing above the undercurrent core is dominated by low-Ri values, whereas mixing at the core is determined by high-Ri values. Next, we will use the Step scheme to explore the model sensitivity to mixing values at high and low Ri, and to the value of Ri$_c$.

b. Sensitivity test using the Step scheme

1) Sensitivity to $\nu_c$

Three test experiments were carried out with high mixing coefficient $\nu_c$ of $50 \times 10^{-4}$, $10 \times 10^{-4}$, and $2 \times 10^{-4}$ m$^2$ s$^{-1}$, while keeping the background mixing fixed at $\nu_b = 2 \times 10^{-4}$ m$^2$ s$^{-1}$. With a larger value of $\nu_c$, the westward drift penetrates deeper (top panel of Fig. 5), whereas with a smaller $\nu_c$, it is more surface trapped (middle and bottom panels of Fig. 5). The parameter has little effect on the solution near and below 125 m, as might be expected from an examination of Fig. 4.

This model sensitivity helps to explain why the westward surface drift from the PGT and CRB schemes are so deep (lower panels of Fig. 3). In the PGT scheme, there is no upper bound for mixing values as Ri approaches zero; therefore, mixing can attain very large values as Ri drops below Ri$_c$ (unrealistically large because their data showed an averaged maximum of $60 \times 10^{-4}$ m$^2$ s$^{-1}$). For the CRB scheme, mixing happens rapidly when Ri < Ri$_c$, which is equivalent to a very large value of mixing, if not infinity. Therefore, the deep extent of the westward drift produced by both of these schemes results from excessive mixing in the low-Ri regime.

Mixing schemes like Pacanowski and Philander’s were originally designed to simulate the effects of a surface mixed layer in models with fixed level coordinates. Since this model already has an explicit turbulent surface mixed layer, is it possible to eliminate the high mixing from the
Step scheme? The case with \( \nu_s = \nu_b = 2 \times 10^{-4} \text{ m}^2\text{s}^{-1} \) indicates that a significant amount of mixing is required below the mixed layer: without this high mixing regime, the model produces a very unrealistic near-surface-flow pattern (bottom panel of Fig. 5). The physics is simple: the equatorial undercurrent leads to shear instability just beneath the mixed layer that results in strong mixing. The importance of shear-induced mixing in the stratified region below the mixed layer was recognized by Large et al. (1994). More discussions on this low-Ri (high mixing) regime will be presented in section 3d.

2) Sensitivity to \( \nu_b \)

Six additional experiments were conducted with background mixing \( \nu_b = 30 \times 10^{-4}, 4 \times 10^{-4}, 2 \times 10^{-4}, 1 \times 10^{-4}, 0.5 \times 10^{-4}, \text{ and } 0 \times 10^{-4} \text{ m}^2\text{s}^{-1} \), while keeping \( \nu_c \) fixed to \( 30 \times 10^{-4} \text{ m}^2\text{s}^{-1} \). Results are shown in Figs. 6 and 7. The experiment with \( \nu_b = 30 \times 10^{-4} \text{ m}^2\text{s}^{-1} \), which is essentially that of a constant-coefficient case because \( \nu_b = \nu_c \), fails to reproduce the annual cycle, a major distortion of the solution (top panels of Fig. 6). Consistent with the notion that \( \nu_c \) controls the flow pattern in the near-surface region, the solutions of the other cases are all similar close to the surface. The primary change is associated with the maximum speed of the undercurrent core. The undercurrent maximum at 140°W increases from about 140 to 160 to 180 cm s\(^{-1}\) as the mixing is decreased from \( 4 \times 10^{-4} \) to \( 2 \times 10^{-4} \) to \( 0 \times 10^{-4} \text{ m}^2\text{s}^{-1} \) (left panels of Figs. 6 and 7). The same feature is also seen at 110°W (right panels of Fig. 6).

3) Sensitivity to Ri

Three tests were done with Ri = 0.2, 0.3, and 0.5, while \( \nu_c \) and \( \nu_b \) kept their default values. The speed of the EUC core at both 140°W and 110°W became slightly weaker as Ri increased toward 0.5, but otherwise solutions were not sensitive to Ri. In fact, the sensitivity to Ri depends on vertical resolution. The property that our so-
solutions are similar for Ri, ≲ 0.5 appears because the resolution for our upper ocean is good. Larger values of Ri are required when the model has a coarser vertical resolution (Gent 1991).

c. Mimicking complex schemes using the Step scheme

If the Ri-dependent schemes are to separate two regimes of ocean mixing, it should be possible to replicate the results of the PP, PGT, and CRB schemes using the Step scheme by adjusting its two parameters, $v_n$ and $v_b$, appropriately. In addition, because the PGT scheme allows such high mixing for low Ri, which we have seen causes an abnormally deep westward drift (lower-left panel of Fig. 4), we limit the mixing in the PGT scheme to have a maximum value of $30 \times 10^{-4} \text{m}^2\text{s}^{-1}$, a value consistent with their maximum values for viscosity from the measurement (Fig. 1).

Figure 7 shows the results from the six experiments: left panels show simulations from the Step scheme with different $v_b$, and right panels show solutions using the PP, PGT (with upper bound), and CRB schemes. Major differences among the simulations are found by moving vertically between panels, that is, when the background mixing $v_b$ in the Step scheme is changed. Moving horizontally is akin to altering the details of the shape of the Ri-dependent mixing coefficients, but not their extreme values. Similar results are found at $0^\circ, 110^\circ W$.

d. Stability in the tropical Pacific Ocean

To gain a better sense of the model behavior, Fig. 8 shows sections along the equator of Ri, the temperature, and the zonal current from the experiment that uses the default values of the Step scheme. We have chosen to plot the monthly mean values for November (the month when Tropic Heat I was conducted) to avoid problems with averaging around the year. The value of Ri is stored every 3 days and averaged along the model interfaces at each longitude. The plotting routine uses this data at the monthly mean position of the layer base, so some distortion is possible in the exact position of each contour, but the essential features are not very different from results plotted from individual snapshots of the simulation. One noticeable feature is that maximum Ri (top panel) follows both the thermocline (middle panel) and the undercurrent core (bottom panel), which explains why the mixing value for high Ri mainly affects the speed of undercurrent core.

It is a feature of the equatorial Pacific flow that Ri is driven to low values near the surface in the central and eastern part of the basin through the presence of strong shear in the zonal current: The surface current is westward for much of the year, while the deeper

**Fig. 5.** Similar to Fig. 3 except for model sensitivity study using the Step scheme. All three simulations have the same background mixing $v_b = 2 \times 10^{-4} \text{m}^2\text{s}^{-1}$, but different values of $v_n$ for Ri < Ri: (a) $v_n = 50 \times 10^{-4} \text{m}^2\text{s}^{-1}$, (b) $v_n = 10 \times 10^{-4} \text{m}^2\text{s}^{-1}$, and (c) $v_n = 2 \times 10^{-4} \text{m}^2\text{s}^{-1}$.
flow is eastward. In the presence of a negative, zonal
temperature gradient, the advective tendency for the
stability is negative:
\[
\frac{\partial}{\partial t} \left( \frac{\partial \rho}{\partial \zeta} \right) = \frac{\partial}{\partial \zeta} \left( \frac{\partial \rho}{\partial x} \right) + \ldots.
\]  (9)

In the cold tongue region, the near-surface Ri is therefore
decreased by this effect, decreased by the generation of
the current shear itself, and increased by the presence of
strong surface heating. The bulk mixed layer equations of
Kraus and Turner (1967) treat the surface mixing accord-
ing to a balance of the total kinetic and potential energy,
and can therefore lead to situations in which $Ri$ is low below the surface mixed layer.

Below this key region, however, $Ri$ in the model remains very high. Note that $Ri$ shown in the top panel of Fig. 8 is contoured in powers of 10 so that the ocean rapidly moves away from a region where mixing varies with $Ri$ to a region with a fixed background value.

4. Discussion and conclusions

This paper emerged out of our efforts to improve model simulations of the near-surface currents in the cold tongue region of the Pacific Ocean. Numerous tuning experiments, in which we altered parameters in the Pacanowski and Philander (1981) and Peters et
al. (1988) mixing schemes, led to our proposing the Step scheme as a simple parameterization for vertical eddy mixing in the tropical upper ocean. We have found that, consistent with earlier views of turbulence, it is useful to interpret mixing in the tropical ocean as being composed of low-Ri and high-Ri regimes. Thus, the Ri-dependent schemes of Pacanowski and Philander (1981) and Peters et al. (1988) can be understood in terms of two primary mixing regimes: a low-Ri (high mixing) regime, which controls the depth and strength of the westward surface drift, and a high-Ri (low mixing) regime, which controls the speed of the undercurrent core.

An essential feature of any mixing scheme for the tropical ocean is how it handles mixing at the extremes of Ri (Figs. 5–7). Use of either the Pacanowski and Philander (1981) or Peters et al. (1988) parameterization should produce similar results under conditions where the mixing coefficients have similar extrema. That the Peters et al. (1988) coefficients go to infinity at Ri = 0 can easily be handled by limiting it to a reasonable value (right-middle panel of Fig. 7). We find no reason to abandon either of

![Fig. 8. Sections of log(Ri), temperature, and zonal flow along the equator for November from the Step scheme with its default values. The heavy dashed line in the top panel indicates the surface mixed layer. The thin dashed lines indicate Ri = 0.25 (top panel), layer interfaces (middle panel), and westward flows (bottom panel). Contour intervals are 1 for positive log(Ri), 1°C for temperature, and 20 cm s⁻¹ for zonal flows.](image-url)
these existing schemes in tropical OGCMs, nor any reason to adopt one over the other, or over the Step scheme as proposed here, other than a minor savings in computation and a simplification of the parametric form that helps to understand the model physics.

It remains a concern that the model fails to provide a significantly lowered Ri below the undercurrent core, as suggested by observations (e.g., Peters et al. 1988). This is associated with a thermostad beneath the undercurrent that the model fails to reproduce. Observational evidence (Qiao and Weisberg 1997) suggests that there is significant cross-isopycnal flow in this region, presumably due to diapycnal fluxes. Since the relationship among Ri, mixing coefficient, stability, and shear is highly nonlinear, we had hoped that a suitable shape for the dependence of mixing coefficients on Ri might lead to the formation of such a thermostad. Unfortunately, we find no evidence in the model that there is a preference for thermostad formation for any of the Ri-dependent schemes, which is likely a failure due to the coarse vertical resolution found there in the model (see Fig. 4 and its discussion). We suspect that the dynamics of thermostad formation may also lie outside the realm of diapycnal mixing alone (and may, for example, involve horizontal mixing and vorticity dynamics).

However, not all diapycnal mixing needs to be ascribed to a Ri-based physics when Ri is determined from the resolved scales of the numerical model. Parameterizations based on internal wave breaking and other physics have been proposed that may rely on Ri criticality on small scales, but that do not involve a requirement for large scale shear. Studies of internal wave breaking (Gargett and Holloway 1984; Moum and Osborn 1986) suggest that dissipation ($\epsilon$) in the ocean can be modeled according to

$$\epsilon = aN^\gamma,$$

(10)

where $a$ and $\gamma$ are parameters to be determined. Kraus (1990) argued that this leads to a mixing coefficient for buoyancy ($K_b$) of

$$K_b = \frac{5.75 \times 10^{-8}}{N} \text{ m}^2 \text{ s}^{-1},$$

(11)

(he did not comment on momentum). Equation (11) gives estimates of $\kappa$ in the range of $0.1 \times 10^{-4}$ to $1.0 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$, with the smaller values found in the upper levels of the domain they considered. We have tried to add such effects to the model, but have found no visible impact on the results for the tropical upper-ocean case. Whether we should retain such effects for isopycnal modeling in the global domain is a question outside the scope of this paper.

The turbulence closure methods used in Rosati and Miyakoda (1988) and Blanke and Delecluse (1993) provide an alternative means of computing mixing coefficients. We note that in these models, the mixing coefficient is proportional to the eddy turbulence energy level, which is predicted by the closure model. It is a feature of these models, however, that this energy is largely generated by release of mean shear kinetic energy and is used up in work against buoyancy:

$$\frac{\partial e}{\partial t} = K_m \left( \frac{\partial U}{\partial z} \right)^2 - K_r N^2 + K_e \frac{\partial e}{\partial z},$$

(12)

in the notation of Blanke and Delecluse (1993), where $e$ is the eddy kinetic energy and $K_m$, $K_r$, and $K_e$ are mixing coefficients for momentum, buoyancy, and eddy kinetic energy flux. This is essentially the physics associated with Ri-dependent mixing—release of mean kinetic energy working against stability. A large component of the energy spectrum in such models is derived from surface forcing—the boundary condition on the last term of (12). As a result, they also tend to operate to parameterize surface mixing (Kantha and Clayson 1994). Recent studies by Blanke and Delecluse (1993) and Smith and Hess (1993) examined behavior of trop-
variational level-coordinate OGCMs using both the Pacific
and Philander (1981) scheme and turbulence closure
models, and may be consulted for their simi-
larities and differences from other aspects.] We
would also note that in the study of Rosati and
Miyakoda (1988), a comparison was made in model
results between a case with the Mellor and Yamada
(1982) level 2.5 turbulent closure model and an “A”
physics that had a constant viscosity. A substantial
improvement in the equatorial undercurrent at 95°W
was reported. It should be considered, however, that the “A”
physics had a constant viscosity of 30 × 10−4 m2 s−1,
which is equivalent to the case reported in the top panels
of Fig. 6 that completely failed to reproduce the annual
cycle of the undercurrent. We therefore question whether
the turbulence closure model provides any significant
improvement over what could have been obtained by
substantially reducing the background mixing.
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